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EXECUTIVE SUMMARY

This report documents initial findings in an ongoing forensic examination of the voting systems of Mesa County, Colorado, used in the November, 2020 General Election. These voting systems represent a portion of overall election systems infrastructure, and this report is limited to the findings of an ongoing investigation. The findings in this report were prepared by the cyber forensic expert retained to advise the County Clerk pursuant to her duties as the county’s Chief Election Official as part of the impacted parties’ legal team.

Federal law requires the preservation of election records – which includes records in electronic or digital form – for twenty-two months after an election. Colorado law requires the preservation of election records for an additional three months beyond the Federal requirement. The obligation to ensure the integrity of elections and that all election records are preserved pursuant to federal and state law falls to the elected Clerk & Recorder. This report, the first of several, is based on examination of the data obtained from forensic images of the Dominion Voting System EMS server last used in Mesa County for the November, 2020, election, images taken in furtherance of the preservation requirements of federal and state law. Based upon information received by the Clerk’s office from various sources in early 2021, the Clerk became concerned that the voting system modifications might jeopardize these preservation and other legal requirements under the responsibility of the County Clerk. For this reason the Clerk ensured a full backup of election records from the County voting systems, both before and after the software modification performed by the vendor and the Secretary of State on May 25-26, 2021, just six months after the November, 2020, election.

Forensic examination\(^1\) found that election records, including data described in the Federal Election Commission’s 2002 Voting System Standards (VSS) mandated by Colorado law as certification requirements for Colorado voting systems, have been destroyed on Mesa County’s voting system, by the system vendor and the Colorado Secretary of State’s office. Because similar system modifications were reportedly performed upon county election servers across the state, it is possible, if not likely, that such data destruction in violation of state and federal law has occurred in numerous other counties.

The extent and manner of destruction of the data comprising these election records is consequential, precluding the possibility of any comprehensive forensic audit of the conduct of any involved election. This documented destruction also undermines the conclusion that these Colorado voting systems and accompanying vendor and Colorado Secretary of State-issued procedures could meet the requirements of Colorado and Federal law, and consequently vitiates the premise of the Colorado Secretary of State certification of these systems for use in Colorado.

Two backup images, using forensic imaging methods, were obtained from the Dominion Voting Systems (DVS) Democracy Suite (D-Suite) Election Management System (EMS) Standard Server in Mesa County, Colorado. The first image was made of that EMS Standard Server in the D-Suite 5.11-CO version configuration, as used in the November, 2020 election. The second image was of the configuration of the EMS Standard Server in the D-Suite 5.13 version configuration, following the modification of the EMS Standard Server by a combined team of DVS vendor personnel and Colorado Secretary of State staff. The forensic information provided in this report is presented using screenshots from forensic analysts’ systems running industry-standard forensics software tools. The report includes "before" and "after" screenshots from the forensic tool that shows the differences between the two backup images.

The forensic examination found that numerous logfiles had been deleted or overwritten. These logfiles are required to reconstruct the function of and events taking place on the the voting systems, and based upon information

\(^1\) Many individuals and organizations, some public officials, have made recent claims that no audit performed nor examination conducted on elections or computer-based election systems can be legitimate or credible unless the examiners are “election experts” or accredited election auditors. There is no such thing as an “accredited election auditor,” nor are there Federal standards or procedures to credential election auditors.
provided by legal counsel, must, by law, be preserved. By comparing filenames in the two images (before and after the Dominion update on May 25-26, 2021), examination and analysis identified a total of 28,989 files that were deleted. During a software update, some replacement of program files and their related content is normally expected. However the examination found that 695 log and event log files necessary for the determination of election integrity were deleted.

Based upon information provided by legal counsel, Colorado law (Colorado Revised Statute (CRS) § 1-5-601.5) requires that, prior to use in Colorado elections, electronic and computer-based voting systems be certified by the Colorado Secretary of State. This certification is based on the systems’ compliance with the requirements of the Federal Election Commission’s 2002 Voting System Standards (VSS), verified by their testing by a Federally-accredited (by vote of the U.S. Election Assistance Commission (EAC)) Voting System Testing Lab (VSTL). While several iterations of newer Voluntary Voting System Guidelines (VVSG) have been issued by the EAC, Colorado’s statutory requirement is for compliance with 2002 VSS, which states:

"Election audit trails provide the supporting documentation for verifying the accuracy of reported election results. They present a concrete, indestructible archival record of all system activity related to the vote tally, and are essential for public confidence in the accuracy of the tally, for recounts, and for evidence in the event of criminal or civil litigation."

The relevant sections of the VSS are cited in Appendix E.

These statutory requirements establish that voting systems are required to generate and preserve, as critical to the ability to determine and reproduce the conditions and details of election conduct using these systems, logfiles of all system functions, including normal activity, connectivity, file and data access, operator- and automated-processes, and errors. Logfiles are critical to the ability to detect improper operation, including the ability to detect malicious intrusions as well as other improper activities and conditions, and configuration changes that could enable alteration of the actual vote count.

Assuming this information to be correct, this forensic examination found that a substantially large number of these requirements have not been met. This examination also found that destruction of critical logfiles has occurred. This destruction is not incidental or minor but is extensive.

The purpose of this initial report is to document these findings and present preliminary evidence demonstrating unacceptable conduct and system defects revealed by the examined images, as necessary for the Chief Election Official to discharge her statutory obligations. The facts and resultant findings support the conclusions that:

1) Election-related data explicitly required to be preserved, as stated in the 2002 VSS criteria referenced in this section, have been destroyed in violation of Federal and State law, and

2) Due to non-compliance with the 2002 VSS requirements, these voting systems and accompanying vendor-provided, Colorado Secretary of state-approved procedures cannot meet the certification requirements of the State of Colorado, and should not have been certified for use in the state.

Comprehensive investigation is required to determine whether these critical failures are the result of malicious intent or negligence, and to what extent the systems may have been compromised or subjected to unauthorized access or operation prior to, during, and after election use. That comprehensive investigation is beyond the scope of this report. Subsequent reports will address these issues in detail.

Evidence supporting all of these findings is documented in this report.
Introduction

Election officials, including Secretaries of State, are obligated by law to ensure the integrity of all elections, including the transparency required for citizens to verify that integrity themselves. Modern electronic voting systems are marketed as an efficient solution to streamline the voting process and allow for automated collection, tabulation, and reporting of election results, but the efficiency they promise comes at a cost.

The necessary measures and safeguards to ensure the integrity of the systems and their operation against a severe, mounting and ever-evolving threat from sophisticated nation-state and non-nation-state actors are so complex and dynamic as to outpace the limited capabilities and resources of our government, at all levels. While minimal security safeguards may be within government capacity, modern computer-based voting systems are extremely complex and difficult to secure, even for cybersecurity experts, and since voting systems are not under the direct control of the Federal government’s top security experts, any government assurances about the sufficiency of those safeguards can serve only to mislead citizens and policy-makers. Even critical defense systems, relentlessly monitored and defended by highly-trained teams using costly, sophisticated tools, are at risk and are frequently compromised, sometimes before procurement. Earlier generations of voting systems relied on simple, human-scale safeguards, for example “air gaps”—that is—to have no wired network connection to the system. But miniaturized wireless communication technologies and networks have proliferated, with billions of wireless devices installed or in use, and malicious actors have developed sophisticated attacks to bypass air gaps, compromise every kind of hardware, firmware, and software, often before they even come into customer or user possession, and to move laterally through networked systems, often undetected. Supply-chains for these systems, from the initiation of the design of integrated circuits and electronic components, most manufactured overseas with little U.S. insight or oversight, through the fabrication, testing, assembly, integration, and operation of these complex composite systems, are vulnerable and untrustworthy for critical functions of government and lucrative economic and national security targets. For all these reasons logfiles, such as those that have been deleted by the Dominion “Trusted Build” update must be preserved to document the complete operation of the computer system and voting applications, and to be able to verify the authenticity, integrity and accuracy of the vote.

The feature size of individual circuits in the chipsets and components of our voting system computers is at the nanoscale, smaller than the smallest known virus particle, and less than 3/10,000ths of the width of a human hair. So we have lost the ability, if we ever had it, to visually verify what is really happening, even at the physical level, in our computer-based voting system. Regardless of how the systems appear to be configured to authorized users and poll-watchers, the functionality and connectivity in these computers can be enabled and modified remotely and wirelessly, or by the introduction of embedded codes on scanned paper, or triggered by specific unforeseeable and indiscernible predetermined software and hardware conditions, or by specific timing events, or by geographic location, or by the proximity of other devices or combinations of any of these means.

For example, some Colorado voting systems ordered as specified by the voting system vendors, from foreign manufacturing and assembly facilities, have included “Integrated Dell Remote Access Controllers (IDRAC),” which are designed to allow “out-of-band” remote management of those systems, meaning that the computers are explicitly equipped to be controlled by remote automated programs or by individuals other than those logged in locally. Through the IDRAC, voting systems might have any aspect of their Basic Input/Output System (BIOS), operating system, or applications controlled or modified, including the addition and deletion of user accounts, the enabling of communications components like wireless networking cards, and the modification, installation, removal or configuration of software and settings. Like the inclusion of multi-band wireless networking cards, similarly specified and ordered for Colorado voting systems by the vendor, there is no excuse or rational justification for the inclusion of components like these, and the fact that the entirety of U.S. voting system regulatory processes and institutions can apparently neither detect, note, nor address these gross vulnerabilities eviscerates the notion that our computer-based voting systems have been secured.
Faced with incredible miniaturization, the importance of logfiles which are records of operation of a computer system, are more important than ever in managing this technology. When the computer is part of a national critical infrastructure, these operational records become essential, not only for troubleshooting or security alone, but for the integrity of the system itself as a component of the National Critical Infrastructure.

For the purposes of this document and ensuing discussion, two terms are defined to differentiate and clarify the evidentiary findings. *Election Data* is all information regarding Ballot Design, Ballot Marking, Electronic scanning of completed ballots, interpretation of the intention of each voter’s choice, including human, machine generated or programatic adjudication in the event that the election system is unable to determine conclusively the correct vote input from any specific ballot, tabulation of the actual vote including the databases used to actually contain the raw vote totals, scanned ballot images and Voter Registration and Voter identification information associated with any specific election, as well as the actual vote totals. This includes a complete record of any realtime changes in databases resident in the cloud such as voter registration data. *Election-Related Data* includes all of the computer log and configuration data that document the complete configuration state and operation of the entire computer system and infrastructure upon which Election Software is executed, as well as the operating system of devices that store log and election data such as Network Attached Storage (NAS). Also included in Election-Related data are logs and configuration of network Routers, Firewalls, Intrusion Detection Systems, Intrusion Prevention Systems, and other network security devices, including VPNs and more[^2].

Both Election Data AND Election-Related Data must be preserved as “Election Records” under the law, and this is broadly addressed in both the 2002 VSS and the EAC’s successor versions of VVSG.

Securing computer systems is a non-trivial task. It involves a litany of processes, including, but not limited to:

- Engineering systems with a focus on security
- Building systems to meet published high-security standards and applicable regulations
- Patching systems to ensure that vulnerabilities are removed
- Securing networks to ensure highly controlled access
- Logging of all communications, processes, access, system modifications
- Auditing of systems and logs regularly to ensure ongoing compliance
- Adequate training and certification for engineers, administrators, and system users
- Adherence to Industry Best Practices, for example, emphasis on password strength and configured security and group policies

These, among other measures, will help to ensure what is known as the CIA triad. The CIA triad represents the three pillars of information security: confidentiality, integrity, and availability, as follows:

[^2]: Log and configuration examination of not only the computer system(s) but also all network systems are critical to forensic examination. Compromise of any unrelated information (e.g. plain-text configuration data containing normally-encrypted passwords) can be easily prevented, so long as simple, quick forensic examiner and cyber professional industry standards are used to obfuscate private and sensitive data from the network device files.
Confidentiality — preserving authorized restrictions on information access and disclosure, including means for protecting personal privacy and proprietary information

Integrity — guarding against improper information modification or destruction and ensuring information non-repudiation and authenticity

Availability — ensuring timely and reliable access to and use of information

Failure in any of the three pillars can and generally will result in a compromise of the system. Failure in the integrity component can have dire consequences for public perception, election results, the future of our government and our country.

Industry-standard forensics analysis tools were applied to the forensic examination.

Information was forensically evaluated using backup images taken from a Mesa County Election server configured for DVS D-Suite 5.11-CO on Sunday, May 23, 2021, before its modification by Dominion Voting Systems and the Colorado Secretary of State to DVS D-Suite 5.13, and again on Wednesday, May 26, 2021, after the update had been applied. This server was the primary system that was used to process election data in Mesa County for the 2020 general election. The EMS server configuration and administrative standards were prepared by Dominion Voting Systems (DVS), running a combination of COTS and proprietary DVS software, and certified for use by the Colorado Secretary of State. Our conclusions include determining that this system not only failed to meet any reasonable standard or statutory requirement for cybersecurity but was also subject to removal of critical information (data destruction).

Our findings include serious irregularities that resulted in the loss of data integrity on the server, including election data and election-related data.

LEGAL REFERENCES

Several Federal and Colorado state legal standards apply to the preservation and definition of election records, applicable to the data generated by and resident on voting systems. Beginning with 52 USC §20701, retention and preservation of records and papers by officers of elections; deposit with custodian; penalty for violation, which states:

Every officer of election shall retain and preserve, for a period of twenty-two months from the date of any general, special, or primary election of which candidates for the office of President, Vice President, presidential elector, Member of the Senate, Member of the House of Representatives, or Resident Commissioner from the Commonwealth of Puerto Rico are voted for, all records and papers which come into his possession relating to any application, registration, payment of poll tax, or other act requisite to voting in such election, except that, when required by law, such records and papers may be delivered to another officer of election and except that, if a State or the Commonwealth of Puerto Rico designates a custodian to retain and preserve these records and papers at a specified place, then such records and papers may be deposited with such custodian, and the duty to retain and preserve any record or paper so deposited shall devolve upon such custodian. Any officer of election or custodian who willfully fails to comply with this section shall be fined not more than $1,000 or imprisoned not more than one year, or both.

In addition to 52 USC §20701, multiple sections of Colorado Revised Statutes (CRS) appear applicable, including:

CRS 1-5-601.5. Compliance with federal requirements (Effective until July 1, 2022)

All voting systems and voting equipment offered for sale on or after May 28, 2004, shall meet the voting systems standards that were promulgated in 2002 by the federal election commission. At his or her discretion, the secretary of state may require by rule that voting systems and voting equipment satisfy voting systems standards promulgated after January 1, 2008, by the federal election assistance commission as long
as such standards meet or exceed those promulgated in 2002 by the federal election commission. Subject to section 1-5-608.2, nothing in this section shall be construed to require any political subdivision to replace a voting system that is in use prior to May 28, 2004.

CRS 1-7-802. Preservation of election records

The designated election official shall be responsible for the preservation of any election records for a period of at least twenty-five months after the election or until time has expired for which the record would be needed in any contest proceedings, whichever is later. Unused ballots may be destroyed after the time for a challenge to the election has passed. If a federal candidate was on the ballot, the voted ballots and any other required election materials shall be kept for at least twenty-five months after the election.

1-13-716. Destroying, removing, or delaying delivery of election records

(1) No person shall willfully destroy, deface, or alter any ballot or any election records or willfully delay the delivery of any such ballots or election records, or take, carry away, conceal, or remove any ballot, ballot box, or election records from the polling location or drop-off location or from the possession of a person authorized by law to have the custody thereof, or aid, counsel, procure, advise, or assist any person to do any of the aforesaid acts.

(2) No election official who has undertaken to deliver the official ballots and election records to the county clerk and recorder shall neglect or refuse to do so within the time prescribed by law or shall fail to account fully for all official ballots and other records in his charge. Informality in the delivery of the ballots and election records shall not invalidate the vote of any precinct if such records are delivered prior to the canvassing of the votes by the county board of canvassers.

(3) Any person who violates any provision of this section is guilty of a misdemeanor and, upon conviction thereof, shall be punished as provided in section 1-13-111.

And several sections of the Code of Colorado Regulations appear applicable, including:

8 CCR 1505-1, Rule 21, 21.4.2: All voting systems must meet the requirements of the 2002 Voting Systems Standards, parts 5 – 7 of article 5 of title 1, CRS, as amended, and this Rule 21.
FORENSIC EXAMINATION AND ANALYSIS REPORT
SYSTEM IDENTIFICATION

The server that was analyzed is capable of operating on a small local area network (LAN). The network consists of several systems, including servers and workstations running in a non-virtualized environment. The server that we evaluated was named EMSSERVER. It is running the Microsoft Windows Server 2016 Standard operating system.

The forensic evaluation and reviews were based upon a forensic image archive collected from the Mesa County Dominion EMS Server. The Before and After forensic images were collected from the same server and same hard drive, as documented below, from the actual acquisition. The serial number of the hard drive shown in each collection data set verifies the data origin to be the same physical device.

Figure 1 – EMS Server (5.11-CO) Image Attributes Before

---

Created By AccessData® FTK® Imager 4.2.0.13

Case Information:
Acquired using: ADI4.2.0.13
Case Number: 052321
Evidence Number: 00003
Unique description: EMSSERVER

---------------------------------------------

Information for F:\EMSSERVER\EMSSERVER:

Physical Evidentiary Item (Source) Information:
[Device Info]
Source Type: Physical
[Drive Geometry]
Cylinders: 121,534
Tracks per Cylinder: 255
Sectors per Track: 63
Bytes per Sector: 512
Sector Count: 1,952,448,512
[Physical Drive Information]
Drive Model: DELL PERC H730 Adp SCSI Disk Device
Drive Serial Number: 00222e64128c016e1d004fc54220844a
Drive Interface Type: SCSI
Removable drive: False
Source data size: 953344 MB
Sector count: 1952448512
[Computed Hashes]
MD5 checksum: 3d7cf05ca6e42db765bf5c15220c097d
SHA1 checksum: eab06a7ea23586de2746b9142461717e075f5c9f

Image Information:
Acquisition finished: Sun May 23 2021
Segment list:
F:\EMSSERVER\EMSSERVER.E01
Figure 2 - EMS Server (5.13) Image Attributes After

Created By AccessData® FTK® Imager 4.2.0.13

Case Information:
Acquired using: ADI4.2.0.13
Case Number: 052621
Evidence Number: 00002
Unique description: EMSSERVER_v2

---------------------------------------------------------------

Information for E:\Mesa\EMSSERVER_v2:

Physical Evidentiary Item (Source) Information:
[Device Info]
Source Type: Physical
[Drive Geometry]
Cylinders: 121,534
Tracks per Cylinder: 255
Sectors per Track: 63
Bytes per Sector: 512
Sector Count: 1,952,448,512
[Physical Drive Information]
Drive Model: DELL PERC H730 Adp SCSI Disk Device
Drive Serial Number: 00222e64128c016ed004fc54220844a
Drive Interface Type: SCSI
Removable drive: False
Source data size: 953344 MB
Sector count: 1952448512
[Computed Hashes]
MD5 checksum: 52861d5a7750ab535a9d5f7277469c10
SHA1 checksum: 1bf8f22edb37f72bb29428a591046a1f64279a3f

Image Information:
Acquisition finished: Wed May 26 2021
Segment list:
E:\Mesa\EMSSERVER_v2_E01
Two backup images were obtained, using forensic imaging methods, from the Dominion Voting Systems (DVS) Democracy Suite (D-Suite) Election Management System (EMS) Standard Server in Mesa County, Colorado. The first image was made of that EMS Standard Server in the D-Suite 5.11-CO version configuration, as used in the November, 2020 election on May 23, 2021. The second image was of the configuration of the EMS Standard Server in the D-Suite 5.13 version configuration, following the modification of the EMS Standard Server by a combined team of Dominion Voting System vendor personnel and Colorado Secretary of State (SecState) staff, on May 26, 2021. A forensic image (forensic copy) is a bit-by-bit, sector-by-sector duplicate of a physical storage device using specialized hardware and software; it is a much more comprehensive representation of the state and configuration of the imaged system than could be obtained using simple file backup methods. The images include all files, folders, and unallocated, free, and slack space. These forensic images include not only all the files visible to the server operating system but also deleted files and fragments of files left in the slack and free space but every digital bit of data present on the storage medium, in this case, a SCSI hard disk. When forensic images are acquired, a hash function, also known as a Message Digest, is computed. This hash can be used at any time to validate the integrity of the image to ensure that it has not been edited, modified, or changed in any way. The hash function result from the acquisition of data appears in the text above but also appears inside each respective archive and authenticates the data by demonstrating that it has not changed since it was acquired.

These two images were evaluated to gather technical information, including the integrity of the data stored on the system. No effort was made to reverse-design, de-compile or reverse-engineer the Dominion software. Configuration, which is relevant to the operation of the system, was examined to determine whether improper settings could allow undesirable results and were found to contain such errors. Results relevant to this investigation are documented below. Additional supporting documentation can be found in the appendixes. They include directory listings for many of the directories seen in the screenshots and contain complete filenames, full path names where the files are located, and file hashes.

We have included screenshots that can be used to review and verify these findings. These screenshots were obtained from the forensic images of the Dominion server.

AUTHENTICITY AND CHAIN OF CUSTODY

Digital chain of custody is the record of preservation of digital evidence from collection to presentation in the court of law. This is an essential part of the digital investigation process. The chain of custody is probative that the digital evidence presented to the court remains as originally collected, without tampering. The two images analyzed in this report were obtained through AccessData FTK Imager 4.2.0.13. The serial number on the EMS Server drive on both images match, thus establishing that both images were taken from the same physical drive. I have reviewed the documented chain of custody for both images and have determined that the chain of custody is complete from the forensic operator utilizing FTK Imager through the source from which I directly received these images. (Because of the pending civil litigation and criminal investigation, the written documentation remains in the custody of counsel for later introduction in court proceedings and thus cannot be released as part of this report.) Further confirmation that these are genuine images from the Mesa County EMS Server has been provided by the Colorado Secretary of State’s office. See:

https://www.sos.state.co.us/pubs/newsRoom/pressReleases/2021/PR20210817MesaCounty.html
Overview of System Data Sources

Figure 3 – EMS Server (5.11-CO) System Data Sources Before

![Data Source Summary](image)

Figure 4 – EMS Server (5.13) System Data Sources After

![Data Source Summary](image)
Server Disk Partition Structure Overwritten

**Purpose:** The disk partition structure is the structure of how the hard drive is divided up.

Figure 5 - EMSERVER (5.11-CO) Disk Partition Structure Before

Note Changes in Disk Volumes and Directory Structures

Figure 6 - EMSERVER (5.13) Disk Partition Structure After
Computer hard disk drives are data storage devices that must be prepared before use – specifically, they must be partitioned into logical disk volumes and then formatted. Partitioning a hard disk drive is the equivalent of scoring horizontal and vertical rule lines onto blank paper, and then numbering each line, preparing that paper for the orderly recording and look-up of information. A disk is partitioned to organize information into sets of related data. A partition creates a logical drive, C; D; E; etc., that the Master Boot Record (MBR) or Globally Unique Identifier (GUID) Partition Table, which are like maps of the partitioned and formatted memory storage locations on the hard drive, can then use to write and read stored data.

Creation of such a partition, if previous partitions are not preserved, destroys the “map” of underlying data and data locations when the partition is formatted. The previous partition data is then only recoverable by forensic techniques, and is vulnerable to complete destruction if overwritten by data stored according to the new partition “map.” Note that in the before image above, each disk partition (Labeled “volX,” e.g. “vol1,” for “volume”) is identified together with the addresses of the beginning block and ending block for each volume.
By comparing the images, it is evident that the disk was re-partitioned, reformatted, and the previous data map completely destroyed by overwriting it with new data, rendering the prior data (mostly) unrecoverable.

Forensic examination of the system can reveal remnants of deleted data. When a computer deletes a file, it does not erase the data; it merely changes the first character of the filename to a non-printable character recognized by software that accesses the disk. This first character tells the operating system to no longer display the file as it is marked as a deleted file, and the space occupied by the disk is marked as reusable.

Each block on the disk is the smallest unit of disk space that can be used. The size of all blocks on the disk are determined when the disk is formatted. The smallest disk block size in common use is 512 bytes. Even if a file only occupies 50 bytes of disk space, the entire 512 byte block is marked as “in use”.

If a file of 500 bytes is written to the disk, it occupies one block of disk space, with the last 12 bytes (on a newly formatted disk) each containing the numeric value zero (0). If this file is then deleted, and a file of 50 bytes is written to the same disk block, the first 50 bytes of the block contain the new file, and the next remaining 450 bytes of the disk block contain the data from the deleted file that previously occupied the disk block (followed by the 12 null (0) bytes of data). This data remnant is referred to as “File Slack Space” and is defined as any previous remnant data that remains on the disk and is not accessible via the operating system nor allocated as an accessible file.

Special forensic software is required to access file slack space, and the data it contains are partial remnants of previous system data. This data may be of use in forensic investigation, and forensic tools often identify it. File Slack is identified here for clarity and better understanding of these data.
Prior to the Dominion update, there were 240 log files in this folder. After the update, there are only 3 log files showing and 3 (partial) remnants of previously used log files in File Slack space.
A web server provides information to external web clients (via "web browser" software) using the HyperText Transfer Protocol (HTTP). This information can include both read and write access to databases and static presentation of information.

Some software system designs utilize an Ethernet network interface that is essentially an internal connection to itself, known as a \textit{loopback} interface. Thus the presence of a Web Server, by itself, does not indicate a connection to an external ethernet interface. However, such an external connection may be indicated by the data within web server logs, which are stored by default in Microsoft operating systems with Microsoft Internet Information Services (IIS) installed, in a “logs” subfolder to the “inetpub” folder. That log data would include information regarding what web pages and data were accessed and whether it was accessed from within the server (loopback) or via an external network connection.

In these before and after views of the same web server directories, it is clear that the web server logs have been destroyed by or during the Dominion/CO Secretary of State DVS D-Suite 5.13 modification.

This log data is required to verify that the election system was not accessed by an external, unauthorized device, but due to the specific and unusual installation method for a critical computing system, chosen by Dominion Voting Systems and endorsed by the CO Secretary of State, these critical data files with election-related data have clearly been destroyed on the Mesa County EMS Standard Server.
Server Microsoft SQL Server Installation Log Files Missing

**Purpose:** The Database Management System that is used to hold actual ELECTION DATA – votes from each ballot. These log files contain information detailing the installation events of SQL Server.

Figure 10 - EMS Server (5.11-CO) MS SQL Server Installation Log Files Before

Figure 11 - EMS Server (5.13) MS SQL Server Installation Log Files After

The folders in Before are now completely missing.
These log files were created by installing the SQL Server Database Management System software and contain data regarding the initial installation of the software. In a full forensic investigation, these data are part of the information that investigators require to determine a baseline from which can be determined what changes were made, by whom, when the changes were made, and much more on a system with properly configured log recording. Therefore, these data are Election Related as they document not only the configuration but its changes and are relevant to the Integrity of the election.

Figure 12 is an example of log content from the initial software setup. It tells us what (Microsoft) software executes, where data is stored (the G: drive), and it shows us what Registry values have been set during the installation. These are valuable should an investigation of an illegal computer intrusion occur, as they provide a record of the initial configuration during such an investigation.

Figure 12 - Example of Log File Content from EMS Server (5.11-CO) Before
Server Microsoft SQL Server Log Files Missing

**Purpose:** These log files keep track of events that occur within the SQL Server that manages the election databases.

*Figure 13 - EMS Server (S.11-C1) SQL Server Log Files Before*

*Figure 14 - EMS Server (S.13) SQL Server Log Files After*

File sizes are different, file dates are different. Original files have been replaced with new. Previously 116 files, now only 71 files.
EMS Server Dell Server Updates Missing

**Purpose:** These log files track installation of updates made to the various components of the servers, including updates to software for a remote-access card.

**Figure 15 - EMS Server (5.11-CO) Dell Server Update Files Before**

**Figure 16 - EMS Server (5.13-CO) Dell Server Update Files After**

Sizes, Dates/Times are different. These Log Files have been replaced with different files.
Several log files of great importance to an investigation are shown in Figure 16. The SAS RAID firmware and drivers logs tell us about the functionality of hard disk controllers (RAID is an acronym for Redundant Array of Independent Disks) and about this storage redundancy’s physical capability. Network Firmware logs tell us which hardware devices were updated with new firmware, and the version allows us to trace back to its network (and possibly Internet) functionality. The application of iDRAC controller firmware may indicate the presence of a special hardware controller intended to permit complete remote control of the computer system. This iDRAC controller is often used when a data center must be located an inconvenient distance away from its owner and/or operators, or for example, when such a computer might be physically located at an Internet Service Provider’s secure data center. The iDRAC controller permits a remote user to remotely turn on the power to the server, reboot it, access administrative control functions, and make changes to the server, OUTSIDE THE CONTROL, or even the awareness, of the local computer operator and its operating system. Among the changes possible via an iDRAC are changes to the BIOS (Basic I/O System) including those firmware settings that include the computer Clock, boot device order, which disks or other data storage devices are used to boot the computer, and some other computer capabilities.

Take note of what files remain following the update.

Not only are the files in an entirely different directory, but the file modification dates have changed, and more importantly, these logs are for DIFFERENT versions of the software, and the previous logs have been overwritten.

Physical examination of the EMS computer system is required to verify the presence or absence of an iDRAC controller, however it is highly irregular for update software to install updates to software for a hardware device that has not been installed.
Server ‘Administrator’ WebCache Log Files Overwritten

**Purpose:** These log files store information about websites visited, files opened, etc.

Figure 17 - EMS Server (S.11-C0) Administrator WebCache Log Files Before

![Image of log files before overwrite]

Figure 18 - EMS Server (S.13-C0) Administrator WebCache Log Files After

![Image of log files after overwrite]

All the Before files have been replaced with new files, replacing the originals and therefore making it impossible or nearly impossible to recover.
Server 'emsadmin' WebCache Log Files Overwritten

**Purpose:** These log files store information about websites visited, files opened, etc.

*Figure 19 - EMS Server (5.11-CO) "emsadmin" WebCache Log Files Before*

*Figure 20 - EMS Server (5.13) "emsadmin" WebCache Log Files After*
The WebCache log files have been overwritten. If the computer has been used on the Internet or with ANY webserver (even one on the local network, including this computer's OWN webserver), these WebCache files indicate the connections that were sought, as well as files that were opened. These may provide critical evidence that the system has been connected to a network, including networks that have access to the Internet. THESE ARE NOT the same files in the before and after images. They have been deleted and replaced.

Here is a small subset of some of the information that was found on the Before image in these WebCache log files:

Figure 21 - EMS Server (5.11-C0) Webcache Log File Content Before

For instance, the above log file entry seems to show a DVS Adjudication Encryption Key was accessed, where it was stored and accessed from, and when it was accessed.

Figure 22 - EMS Server (5.11-C0) Webcache Log File Content Before - II

In addition, the above log file entry seems to show several interesting files (a windows 'evtx' log file being opened from an external attached USB flash drive, and a ballot detail file and even a ballot image from Batch 2003 being opened from a Network Attached Storage device)

Without a forensic Before image prior to a Dominion ‘Update’, this type of potentially critically-important forensic information could be, and likely would be, lost forever.
**Purpose:** These log files track the installation of the SQL Server Management Studio, which is used to get into the back-end of the election databases.

---

**Figure 23 - EMS Server (5.11-CO) SSMS Log Files Before**

---

**Figure 24 - EMS Server (5.13) SSMS Log Files After**

All previous Log Files have been replaced with new files.
Server CBS Log Files Overwritten

*Purpose:* These Log Files contain detailed information about installed updates. They could contain evidence of changes to the server that would cause decertification of the system.

**Figure 25 - EMS Server (5.11-CO) CBS Log Files Before**

![Image of CBS Log Files Before](image1)

**Figure 26 - EMS Server (5.13) CBS Log Files After**

![Image of CBS Log Files After](image2)

File names, sizes, and dates have changed. These files have all been replaced.
Server Election Databases Missing

**Purpose:** This folder holds all the databases (votes, information regarding batches, when they were processed, how many were processed, who they were processed by, and much more). There are also multiple extra databases that contain information regarding ballot adjudication.

*Figure 27 - EMS Server (5.11-CO) Election Databases Before*

*Figure 28 - EMS Server (5.13) Election Databases After*

The Entire Database Directory is gone along with all files that were in it.

Server DHCP Log Files Missing/Overwritten
Purpose: DHCP Log Files can show evidence regarding computers or other devices being connected to the network.

Figure 29 - EMS Server (5.11-CO) DHCP Log Files Before

Figure 30 - EMS Server (5.11-CO) DHCP Log Files After

The Number of Files, Dates, and Sizes are Different. They have all been replaced.
Server Event Logs Missing/Overwritten

Purpose: These Dominion Log Files keep track of election/project-related activity. The Windows Server event logs outside the red box keep track of much of the activity on the server.

Figure 31 - EMS Server (5.11-CO) Event Logs Before

Figure 32 - EMS Server (5.13) Event Logs After

Nearly 200 EMS and Adjudication Log Files are gone that should be here alphabetically as they are above. Remaining Windows Log Files have been replaced with new files, retaining no information from Before.
Below are some screen shots of the kind of Election-Related information (such as cast vote records, audit marks, image retrievals, result file loads, etc.) in the EMS Archive Logs that are missing After the Dominion Update:

**Figure 33 - Examples of Election Data Missing After Update**
Server System Users are Missing

**Purpose:** These folders store the information for each user account on the server.

**Figure 34 - EMS Server (S.11-CO) System Users Before**

**Figure 35 - EMS Server (S.13) System Users After**

Many User Accounts are now missing, and those that still exist have been recreated and do not contain the information that was in the Before folders.
Server Virtual Directories Log Files Missing

**Purpose:** These are the Log Files that contain information, warnings, and errors relating to the Website Server as the server processes election projects that have been set up.

**Figure 36 - EMS Server (5.11-CO) Virtual Directory Log Files Before**

**Figure 37 - EMS Server (5.13) Virtual Directory Log Files After**

All previous log files are gone.
Server Windows Defender Log Files Missing/Overwritten

**Purpose:** These log files keep track of the activity of the built-in Anti-Virus software.

Figure 38 - EMS Server (S.11-CO) Windows Defender Log Files Before Dominion Update:

Files and even remnants of previously-deleted Files are missing and replaced with new files.

Figure 39 - EMS Server (S.13) Windows Defender Log Files After
Server List of .log files in Before Image that were Deleted.

This list that follows this paragraph is a comparison of the Before and After forensic images of the Mesa County EMS Server. It is a comparative list of files that were deleted – either deliberately erased or overwritten with disregard for the preservation of these files, some of which contain ELECTION RELATED data.

Each line in the image below is the full path listing to each one of the 807 files that end with the word ".log" found on the EMS Server before the Dominion update was applied.

The Color code shows what happened to them After Dominion's update. Of all the files on the server Before the update – files highlighted in Green are still present on the server after the update, while files highlighted in light red have been overwritten and are deleted and not present in the image taken After the update.

Figure 40 - EMS Server Before/After .log File Comparison List
Significant Number of Log files Missing

The dataset from which this spreadsheet was created was extracted from the EnCase images of the original evidence on the hard drives of the EMS Server and had a traceable chain of custody. While the images above are too small to be readable, the entire content of this list is reproduced in Appendix A.

Of the original 807 "log" files on the EMS Server before Dominic’s update, only 302 remain, and 505 "log" files have been deleted or overwritten.

Of the files that remain, the forensic examination has not yet verified whether the content of these files (which have the same filename and Path – e.g., in the same directories) is unchanged. The files that have been deleted DO include files that constitute Election Records and are subject to Federal and State data retention laws.

This list is only 807 files, and the text size is so small that the content is barely readable. The list of files has been broken down into small subsets because the number of files on the entire server totals 363,321 files, many of which are provided by Microsoft as part of the Windows Server 2016 operating system and its associated application programs and are not Election Related and do not contain actual Election Data.
List of .evtx Event Log Files deleted

Figure 41 - EMS Server (5.11-C0) List of .evtx Event Log Files Before

Figure 42 - EMS Server (5.13) List of .evtx Event Log Files After

Archive-EMS-System- ... Event Logs – Completely missing
This list that follows this paragraph is a comparison of the Before and After forensic images of the Mesa County EMS Server. It is a comparative list of files that were deleted – either deliberately erased or overwritten with disregard for the preservation of these files, some of which contain ELECTION RELATED data. A readable list is in Appendix C.

Each line in the image below is the full path listing (e.g., comparison of file names, not content) to each one of the 580 files that end with the word ".evtx" found on the EMS Server before the Dominion update was applied. 190 Event Log Files were deleted.

The Color code shows their status After Dominion’s update. Of all the files on the server Before the update – files highlighted in Green are still present (although possibly changed) on the server after the update, while files highlighted in light red have been overwritten and are deleted and not present in the image After the update.

<table>
<thead>
<tr>
<th>Log File Path</th>
<th>Log File Path</th>
</tr>
</thead>
<tbody>
<tr>
<td>Windows\System32\winevt\Logs\Microsoft-Windows-TaskScheduler%4.evtx</td>
<td>Windows\System32\winevt\Logs\Microsoft-Windows-VDR\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Key Management Service.evtx</td>
<td>Logs\System32</td>
</tr>
<tr>
<td>Logs\Application.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Windows.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\System.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Client\Logging\Platform%4Admin.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\Application\Experience%4Program-Compatibility-Assistant.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\AppModel\Runtime%4Admin.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\AppReadiness%4Admin.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\AppDeployment\Server%4Restricted.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\CodeIntegrity%4Operational.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\Containers\WOLF%4Operational.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\Containers\WOLF%4Operational.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\DeviceManagement\EnterpriseDiagnostics-Provider%4Admin.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\Crypto\DFAP%4BackUpKeySvc.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\Crypto\DFAP%4Operational.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\DeviceSetupManager%4Admin.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\DeviceSetupManager%4Operational.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\Application\Resource\Management\System%4Operational.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\DHcp\Client%4Admin.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\DHcp\Client%4Admin.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\DHcp\Client%4Admin.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\DHcp\Client%4Admin.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\DHcp\Client%4Admin.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\DHcp\Client%4Admin.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\DHcp\Client%4Admin.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\DHcp\Client%4Admin.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\DHcp\Client%4Admin.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\DHcp\Client%4Admin.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\DHcp\Client%4Admin.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\DHcp\Client%4Admin.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft\Windows\DHcp\Client%4Admin.evtx</td>
<td>Logs\System32\winevt\Logs\Microsoft-Windows-VDr\ROOT%4.evtx</td>
</tr>
</tbody>
</table>
Analysis Summary

Analysis of the Mesa County Dominion Voting Systems EMS server identified that extensive deletion of both election data and election-related data, comprising election records which must and should have been preserved under Federal and Colorado law, has occurred either as a result of or coincident with the vendor’s and CO Secretary of State’s modification of the system from version 5.11-CO to 5.13. This deleted data is critical to any effort to reconstruct events taking place on the voting systems, and to determine if unauthorized access or operation of the voting systems took place.

Furthermore, the EMS server application logging functions are configured to “Overwrite events as needed” if arbitrarily-selected file storage sizes are exceeded, which could predictably and likely has resulted in the systematic, automated deletion of logfile content comprising election-related data.

This systemic deletion of logfile data requires additional investigation.

CONCLUSION

This forensic examination found that significant election record preservation requirements under the 2002 VSS and Federal and state law HAVE NOT BEEN MET and further that destruction of Election-Related Data, specifically critical logfiles, has occurred. This destruction is not incidental or minor but is highly significant.

These findings have been demonstrated in this report and evidence has been presented demonstrating conclusively to both computer systems experts as well as legal professionals and the general public at large that the facts in these findings support the conclusions that:

1) Election-related data and election data explicitly required to be preserved, as described in the 2002 VSS criteria referenced in this section, HAS BEEN DESTROYED IN VIOLATION OF THE LAW, and

2) The specific configuration settings of the server examined lead to the understanding that Certification Requirements for Voting Systems have likely not been met despite this system having been certified and thereby approved for use in Colorado by the Colorado Secretary of State.

Further investigation is required to determine the full scope of non-compliance with legal mandates for voting systems and election records, and whether the non-compliance is deliberate or simply negligent.
APPENDIX A. DELETED "LOG" FILES AFTER DOMINION TRUSTED BUILD UPDATE

Deleted files are highlighted in light red. Files highlighted in green are still present in the server image.

inetpub\Logs\LogFiles\W3SVC1\u_ex210406.log
inetpub\Logs\LogFiles\W3SVC1\u_ex200903.log
inetpub\Logs\LogFiles\W3SVC1\u_ex191021.log
inetpub\Logs\LogFiles\W3SVC1\u_ex191101.log
inetpub\Logs\LogFiles\W3SVC1\u_ex201028.log
inetpub\Logs\LogFiles\W3SVC1\u_ex191025.log
inetpub\Logs\LogFiles\W3SVC1\u_ex191023.log
inetpub\Logs\LogFiles\W3SVC1\u_ex200522.log
inetpub\Logs\LogFiles\W3SVC1\u_ex191126.log
inetpub\Logs\LogFiles\W3SVC1\u_ex200819.log
inetpub\Logs\LogFiles\W3SVC1\u_ex191028.log
inetpub\Logs\LogFiles\W3SVC1\u_ex210104.log
inetpub\Logs\LogFiles\W3SVC1\u_ex191022.log
inetpub\Logs\LogFiles\W3SVC1\u_ex200625.log
inetpub\Logs\LogFiles\W3SVC1\u_ex210211.log
inetpub\Logs\LogFiles\W3SVC1\u_ex201008.log
inetpub\Logs\LogFiles\W3SVC1\u_ex191114.log
inetpub\Logs\LogFiles\W3SVC1\u_ex200826.log
inetpub\Logs\LogFiles\W3SVC1\u_ex210223.log
inetpub\Logs\LogFiles\W3SVC1\u_ex210224.log
inetpub\Logs\LogFiles\W3SVC1\u_ex210205.log
inetpub\Logs\LogFiles\W3SVC1\u_ex210318.log
inetpub\Logs\LogFiles\W3SVC1\u_ex200520.log
inetpub\Logs\LogFiles\W3SVC1\u_ex201208.log
inetpub\Logs\LogFiles\W3SVC1\u_ex210407.log
inetpub\Logs\LogFiles\W3SVC1\u_ex191030.log
inetpub\Logs\LogFiles\W3SVC1\u_ex191031.log
inetpub\Logs\LogFiles\W3SVC1\u_ex191106.log
inetpub\Logs\LogFiles\W3SVC1\u_ex191105.log
inetpub\Logs\LogFiles\W3SVC1\u_ex191029.log
inetpub\Logs\LogFiles\W3SVC1\u_ex191104.log
inetpub\Logs\LogFiles\W3SVC1\u_ex200730.log
inetpub\Logs\LogFiles\W3SVC1\u_ex210512.log
inetpub\Logs\LogFiles\W3SVC1\u_ex201103.log
Program Data\Dell\UpdatePackage\log\support\SAS-RAID_Driver_T244W_WN64_6_604.06.00_A01_07.log
Program Data\Dell\UpdatePackage\log\support\Drivers-for-OS-Deployment_Application_WP3PH_WN64_18.12.04_A00_01.log
Program Data\Dell\UpdatePackage\log\support\Power_Firmware_BRONN_WN64_00.18.53.log
Program Data\Dell\UpdatePackage\log\support\SAS-RAID_Firmware_F67SY_WN64_25.5.5.0005_A13_01.log
Program Data\Dell\UpdatePackage\log\support\Network_Firmware_F3KFN_WN64_21.41.0.9.log
Program Data\Dell\UpdatePackage\log\support\DRAC-with-Lifecycle-Controller_Firmware_40T1C_WN64_2.63.60.61_A00.log
Program Data\Dell\UpdatePackage\log\support\BIOS_T9YX9_WN64_2_9.1.log
Program Data\Microsoft\Windows\AppRepository\Packages\Microsoft.AAD.BrokerPlugin_1000.14393.0.0_neutral_neutral_cw5n1h2t2xyewv\ActivationStore.dat
Program Data\Microsoft\Windows\AppRepository\Packages\Microsoft.AAD.BrokerPlugin_1000.14393.0.0_neutral_neutral_cw5n1h2t2xyewv\ActivationStore.dat1
Program Data\Microsoft\Windows\AppRepository\Packages\Microsoft.AAD.BrokerPlugin_1000.14393.0.0_neutral_neutral_cw5n1h2t2xyewv\ActivationStore.dat10
Program Data\Microsoft\Windows\AppRepository\Packages\Microsoft.AAD.BrokerPlugin_1000.14393.0.0_neutral_neutral_cw5n1h2t2xyewv\ActivationStore.dat10
Program Data\Microsoft\Windows\AppRepository\Packages\Microsoft.AAD.BrokerPlugin_1000.14393.0.0_neutral_neutral_cw5n1h2t2xyewv\ActivationStore.dat10
Program Data\Microsoft\Windows\AppRepository\Packages\Microsoft.AAD.BrokerPlugin_1000.14393.0.0_neutral_neutral_cw5n1h2t2xyewv\ActivationStore.dat10
Program Data\Microsoft\Windows\AppRepository\Packages\Microsoft.AAD.BrokerPlugin_1000.14393.0.0_neutral_neutral_cw5n1h2t2xyewv\ActivationStore.dat10
Program Data\Microsoft\Windows\AppRepository\Packages\Microsoft.AAD.BrokerPlugin_1000.14393.0.0_neutral_neutral_cw5n1h2t2xyewv\ActivationStore.dat10
Program Data\Microsoft\Windows\AppRepository\Packages\Microsoft.AAD.BrokerPlugin_1000.14393.0.0_neutral_neutral_cw5n1h2t2xyewv\ActivationStore.dat10
Program Data\Microsoft\Windows\AppRepository\Packages\Microsoft.AAD.BrokerPlugin_1000.14393.0.0_neutral_neutral_cw5n1h2t2xyewv\ActivationStore.dat10
Program Data\Microsoft\Windows\AppRepository\Packages\Microsoft.AAD.BrokerPlugin_1000.14393.0.0_neutral_neutral_cw5n1h2t2xyewv\ActivationStore.dat10
Program Data\Microsoft\Windows\AppRepository\Packages\Microsoft.AAD.BrokerPlugin_1000.14393.0.0_neutral_neutral_cw5n1h2t2xyewv\ActivationStore.dat10
Program Data\Microsoft\Windows\AppRepository\Packages\Microsoft.AAD.BrokerPlugin_1000.14393.0.0_neutral_neutral_cw5n1h2t2xyewv\ActivationStore.dat10
Program Data\Microsoft\Windows\AppRepository\ Packages\Microsoft. Windows. Cortana_1.7.0.14393.0.0_neutral_neutral_cw5n1h2t2t2xyewv\ActivationStore.dat
Program Data\Microsoft\Windows\AppRepository\Packages\Microsoft. Windows. Cortana_1.7.0.14393.0.0_neutral_neutral_cw5n1h2t2t2xyewv\ActivationStore.dat10
Program Data\Microsoft\Windows\AppRepository\ Packages\Microsoft. Windows. SecondaryTileExperience_10.0.0.0.0_neutral_neutral_cw5n1h2t2t2xyewv\ActivationStore.dat
Program Data\Microsoft\Windows\AppRepository\ Packages\Microsoft. Windows. SecondaryTileExperience_10.0.0.0.0_neutral_neutral_cw5n1h2t2t2xyewv\ActivationStore.dat10
Program Data\Microsoft\Windows\AppRepository\Packages\Microsoft. Windows. ShellExperienceHost_10.0.14393.0.0_neutral_neutral_cw5n1h2t2t2xyewv\ActivationStore.dat
Program Data\Microsoft\Windows\AppRepository\Packages\Microsoft. Windows. ShellExperienceHost_10.0.14393.0.0_neutral_neutral_cw5n1h2t2t2xyewv\ActivationStore.dat10
Program Data\Microsoft\Windows\AppRepository\Packages\Microsoft.XboxGameCallableUI_1000.14393.0.0_neutral_neutral_cw5n1h2t2t2xyewv\ActivationStore.dat
Program Data\Microsoft\Windows\AppRepository\Packages\windows. Immersivecontrolpanel_6.2.0.0.0_neutral_neutral_cw5n1h2t2t2xyewv\ActivationStore.dat
Program Data\Microsoft\Windows\AppRepository\Packages\windows. Immersivecontrolpanel_6.2.0.0.0_neutral_neutral_cw5n1h2t2t2xyewv\ActivationStore.dat10
Program Data\Microsoft\Windows\AppRepository\Packages\Windows. MiracastView_6.3.0.0.0_neutral_neutral_cw5n1h2t2t2xyewv\ActivationStore.dat
Program Data\Microsoft\Windows\AppRepository\Packages\Windows. MiracastView_6.3.0.0.0_neutral_neutral_cw5n1h2t2t2xyewv\ActivationStore.dat10
Program Data\Microsoft\Windows\AppRepository\Packages\Windows. PrintDialog_6.2.0.0.0_neutral_neutral_cw5n1h2t2t2xyewv\ActivationStore.dat
Program Data\Microsoft\Windows\AppRepository\Packages\Windows. PrintDialog_6.2.0.0.0_neutral_neutral_cw5n1h2t2t2xyewv\ActivationStore.dat10
ProgramData\Package Cache\FE94BF0D\AB52EB8CB95A74A0A77D893489E1A8E301\%localappdata\temp\SmsSetups\V52015IsoShell_011_netfx
ProgramData\Package Cache\FE94BF0D\AB52EB8CB95A74A0A77D893489E1A8E301\%localappdata\temp\SmsSetups\V52015IsoShell_012_netfx
ProgramData\Package Cache\FE94BF0D\AB52EB8CB95A74A0A77D893489E1A8E301\%localappdata\temp\SmsSetups\V52015IsoShell_013_netfx
ProgramData\Package Cache\FE94BF0D\AB52EB8CB95A74A0A77D893489E1A8E301\%localappdata\temp\SmsSetups\V52015IsoShell_014_netfx
ProgramData\Package Cache\FE94BF0D\AB52EB8CB95A74A0A77D893489E1A8E301\%localappdata\temp\SmsSetups\V52015IsoShell_015_netfx
ProgramData\Package Cache\FE94BF0D\AB52EB8CB95A74A0A77D893489E1A8E301\%localappdata\temp\SmsSetups\V52015IsoShell_017_Msl_B
ProgramData\Package Cache\FE94BF0D\AB52EB8CB95A74A0A77D893489E1A8E301\%localappdata\temp\SmsSetups\V52015IsoShell_022_sdk_t
ProgramData\Package Cache\FE94BF0D\AB52EB8CB95A74A0A77D893489E1A8E301\%localappdata\temp\SmsSetups\V52015IsoShell_023_sqlsys
ProgramData\Package Cache\FE94BF0D\AB52EB8CB95A74A0A77D893489E1A8E301\%localappdata\temp\SmsSetups\V52015IsoShell_024_share
ProgramData\Package Cache\FE94BF0D\AB52EB8CB95A74A0A77D893489E1A8E301\%localappdata\temp\SmsSetups\V52015IsoShell_025_help3
ProgramData\Package Cache\FE94BF0D\AB52EB8CB95A74A0A77D893489E1A8E301\%localappdata\temp\SmsSetups\V52015IsoShell_026_8liss
ProgramData\Package Cache\FE94BF0D\AB52EB8CB95A74A0A77D893489E1A8E301\%localappdata\temp\SmsSetups\V52015IsoShell_027_8liss
ProgramData\Package Cache\FE94BF0D\AB52EB8CB95A74A0A77D893489E1A8E301\%localappdata\temp\SmsSetups\V52015IsoShell_030_vs_m
ProgramData\Package Cache\FE94BF0D\AB52EB8CB95A74A0A77D893489E1A8E301\%localappdata\temp\SmsSetups\V52015IsoShell_031_vs_m
ProgramData\Package Cache\FE94BF0D\AB52EB8CB95A74A0A77D893489E1A8E301\%localappdata\temp\SmsSetups\V52015IsoShell_033_vs_iso
ProgramData\Package Cache\FE94BF0D\AB52EB8CB95A74A0A77D893489E1A8E301\%localappdata\temp\SmsSetups\V52015IsoShell_029_vs_m
System Volume Information\tracking.log
Users\NET v2.0\AppData\Local\Microsoft\Windows\UsrClass.dat.LOG1
Users\NET v2.0\AppData\Local\Microsoft\Windows\UsrClass.dat.LOG2
Users\NET v2.0\ntuser.dat.LOG1
Users\NET v2.0\ntuser.dat.LOG2
Users\NET v2.0 Classic\AppData\Local\Microsoft\Windows\UsrClass.dat.LOG1
Users\NET v2.0 Classic\AppData\Local\Microsoft\Windows\UsrClass.dat.LOG2
Users\NET v2.0 Classic\ntuser.dat.LOG1
Users\NET v2.0 Classic\ntuser.dat.LOG2
Users\NET v4.5 Classic\AppData\Local\Microsoft\Windows\UsrClass.dat.LOG1
Users\NET v4.5 Classic\AppData\Local\Microsoft\Windows\UsrClass.dat.LOG2
Users\NET v4.5\ntuser.dat.LOG1
Users\NET v4.5\ntuser.dat.LOG2
Users\NET v4.5 Classic\AppData\Local\Microsoft\Windows\UsrClass.dat.LOG1
Users\NET v4.5 Classic\AppData\Local\Microsoft\Windows\UsrClass.dat.LOG2
Users\NET v4.5 Classic\ntuser.dat.LOG1
Users\NET v4.5 Classic\ntuser.dat.LOG2
Users\Net\Sys\AppData\Local\Microsoft\Windows\UsrClass.dat.LOG1
Windows\Microsoft.NET\Framework64\v4.0.30319\ngen.old.log
Windows\Panther\UnattendGC\setupact.log
Windows\Panther\UnattendGC\setuperr.log
Windows\Panther\DDACLSys.log
Windows\Panther\cbs.log
Windows\Panther\setupact.log
Windows\Panther\setuperr.log
Windows\Performance\WinSAT\winsat.log
Windows\security\database\edb.log
Windows\security\database\edbtmpl.log
Windows\security\log\sscesetup.log
Windows\ServiceProfiles\LocalService\NTUSER.DAT.LOG1
Windows\ServiceProfiles\LocalService\NTUSER.DAT.LOG2
Windows\ServiceProfiles\NetworkService\AppData\Local\Temp\MpqCmdRun.log
Windows\ServiceProfiles\NetworkService\debug\NetSetup.LOG
Windows\ServiceProfiles\NetworkService\NTUSER.DAT.LOG2
Windows\ServiceProfiles\NetworkService\NTUSER.DAT.LOG1
Windows\SoftwareDistribution\DataStore\Logs\edb\00222.log
Windows\SoftwareDistribution\DataStore\Logs\edb\00227.log
Windows\SoftwareDistribution\DataStore\Logs\edb\00223.log
Windows\SoftwareDistribution\DataStore\Logs\edb\00224.log
Windows\SoftwareDistribution\DataStore\Logs\edb\00225.log
Windows\SoftwareDistribution\DataStore\Logs\edb\0022A.log
Windows\SoftwareDistribution\DataStore\Logs\edb\0022C.log
Windows\SoftwareDistribution\DataStore\Logs\edb\0022D.log
Windows\SoftwareDistribution\DataStore\Logs\edb\00230.log
Windows\SoftwareDistribution\DataStore\Logs\edb\log
Windows\SoftwareDistribution\DataStore\Logs\edbtmpl.log
Windows\SoftwareDistribution\DataStore\Logs\edb\00226.log
Windows\SoftwareDistribution\DataStore\Logs\edb\0022B.log
Windows\SoftwareDistribution\DataStore\Logs\edb\00228.log
Windows\SoftwareDistribution\DataStore\Logs\edb\00229.log
Windows\SoftwareDistribution\DataStore\Logs\edb\0022E.log
Windows\SoftwareDistribution\DataStore\Logs\edb\0022F.log
<table>
<thead>
<tr>
<th>Directory Path</th>
<th>File Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Windows\SoftwareDistribution\ReportingEvents.log</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\catroot2\wstb00018.log</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\catroot2\wstb00019.log</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\catroot2\wstb00020.log</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\catroot2\wstb00013.log</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\catroot2\wstb00014.log</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\catroot2\wstb00015.log</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\catroot2\wstb00016.log</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\catroot2\wstb00017.log</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\catroot2\wstb00019.log</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\catroot2\wstb0001A.log</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\catroot2\wstbtmp.log</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\config\RegBack\SECURITY.LOG1</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\config\RegBack\SECURITY.LOG2</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\config\RegBack\SOFTWARE.LOG1</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\config\RegBack\SOFTWARE.LOG2</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\config\RegBack\SYSTEM.LOG1</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\config\RegBack\SYSTEM.LOG2</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\config\RegBack\DEFAULT.LOG1</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\config\RegBack\DEFAULT.LOG2</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\config\RegBack\SAM.LOG1</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\config\RegBack\SAM.LOG2</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\config\L8IL.LOG1</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\config\BCD-Template.LOG</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\config\DEFAULT.LOG2</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\config\ELAM.LOG1</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\config\SAM.LOG2</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\config\SECURITY.LOG2</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\config\DEFAULT.LOG1</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\config\DRIVERS.LOG1</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\config\SAM.LOG1</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\config\COMPONENTS.LOG2</td>
<td></td>
</tr>
<tr>
<td>Windows\System32\config\SECURITY.LOG1</td>
<td></td>
</tr>
</tbody>
</table>
APPENDIX B. SUPPORTING DOCUMENTATION: FILE DETAILS AND HASH SETS FOR SCREENSHOTS

The files below provide integrity data for the graphic screenshots in this document. Each comma-separated-variable (csv) file listed here contain the file name with its full path (e.g., directory structure) and message digest hash values (MD5 and SHA1 algorithms). Due to the length of the data contained in these files, they are provided in a compact disc (CD) addendum to this report.
### APPENDIX C. MICROSOFT EVENT LOG FILES

Files in this list were ALL present in the EMS Server Before image. Files listed in RED were deleted or overwritten. Significantly, from their filenames alone, they are OBVIOUSLY Election-Related Records, “Archive-EMS-System-...”

<table>
<thead>
<tr>
<th>Logs\Microsoft-Windows-Kernel-WHEA%4Errors.evtx</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logs\Key Management Service.evtx</td>
</tr>
<tr>
<td>Logs\Application.evtx</td>
</tr>
<tr>
<td>Logs\HardwareEvents.evtx</td>
</tr>
<tr>
<td>Logs\Internet Explorer.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Client-Licensing-Platform%4Admin.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-Application-Experience%4Program-Compatibility-Assistant.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-AppModel-Runtime%4Admin.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-AppReadiness%4Admin.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-AppXDeployment%4Operational.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-AppXDeploymentServer%4Restricted.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-CodeIntegrity%4Operational.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-Containers-Wcifs%4Operational.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-Containers-Wcnfs%4Operational.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-DeviceManagement-Enterprise-Diagnostics-Provider%4Admin.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-Crypto-DPAPI%4BackUpKeySvc.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-Crypto-DPAPI%4Operational.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-DeviceSetupManager%4Admin.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-DeviceSetupManager%4Operational.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-ApplicationResourceManagementSystem%4Operational.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-Dhcp-Client%4Admin.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-Dhcpv6-Client%4Admin.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-Hyper-V-Guest-Drivers%4Admin.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-International%4Operational.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-AppReadiness%4Operational.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-Kernel-Boot%4Operational.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-Kernel-IO%4Operational.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-Kernel-EventTracing%4Admin.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-Kernel-Power%4Thermal-Operational.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-Kernel-ShimEngine%4Operational.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-Kernel-StoreMgr%4Operational.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-AppXDeploymentServer%4Operational.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-Kernel-WHEA%4Operational.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-Known Folders API Service.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-Livel%4Operational.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-MUI%4Admin.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-GroupPolicy%4Operational.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-MUI%4Operational.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-NCIS%4Operational.evtx</td>
</tr>
<tr>
<td>Logs\Microsoft-Windows-NetworkProfile%4Operational.evtx</td>
</tr>
</tbody>
</table>
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APPENDIX E. 2002 VOTING SYSTEMS STANDARDS (VSS)

The 2002 VSS explicitly states:

"2.2.4.1 Common Standards

To ensure system integrity, all system shall:

... 
g. Record and report the date and time of normal and abnormal events;

h. Maintain a permanent record of all original audit data that cannot be modified or overridden but may be 
augmented by designated authorized officials in order to adjust for errors or omissions (e.g. during the 
    canvassing process.)

i. Detect and record every event, including the occurrence of an error condition that the system cannot 
   overcome, and time-dependent or programmed events that occur without the intervention of the voter or a 
   polling place operator; and 

J. Include built-in measurement, self-test, and diagnostic software and hardware for detecting and reporting 
   the system's status and degree of operability.

Furthermore, in 2.2.5.3, COTS (Commercial Off-The-Shelf) General Purpose Computer System Requirements, the 
2002 VSS states:

Further requirements must be applied to COTS operating systems to ensure completeness and integrity of 
audit data for election software. These operating systems are capable of executing multiple application 
programs simultaneously. These systems include both servers and workstations (or "PCs"), including the 
many varieties of UNIX and Linux, and those offered by Microsoft and Apple. Election software running on 
these COTS systems is vulnerable to unintended effects from other user sessions, applications, and utilities, 
executing on the same platform at the same time as the election software.

"Simultaneous processes" of concern include unauthorized network connections, unplanned user logins, and 
unintended execution or termination of operating system processes. An unauthorized network connection 
or unplanned user login can host unintended processes and user actions, such as the termination of operating 
system audit, the termination of election software processes, or the deletion of election software audit and 
logging data. The execution of an operating system process could be a full system scan at a time when that 
process would adversely affect the election software processes. Operating system processes improperly 
terminated could be system audit or malicious code detection.

To counter these vulnerabilities, three operating system protections are required on all such systems on 
which election software is hosted.

First, authentication shall be configured on the local terminal (display screen and keyboard) and on all 
external connection devices ("network cards" and "ports"). This ensures that only authorized and identified 
users affect the system while election software is running.

Second, operating system audit shall be enabled for all session openings and closings, for all connection 
openings and closings, for all process executions and terminations, and for the alteration or deletion of any 
memory or file object. This ensures the accuracy and completeness of election data stored on the system. It 
also ensures the existence of an audit record of any person or process altering or deleting system data or 
election data.
Third, the system shall be configured to execute only intended and necessary processes during the execution of election software. The system shall also be configured to halt election software processes upon the termination of any critical system process (such as system audit) during the execution of election software.

And, in 4.3 Data and Document Retention, the 2002 VSS states:

All systems shall:

a. Maintain the integrity of voting and audit data during an election, and for at least 22 months thereafter, a time sufficient in which to resolve most contested elections and support other activities related to the reconstruction and investigation of a contested election; and

b. Protect against the failure of any data input or storage device at a location controlled by the jurisdiction or its contractors, and against any attempt at improper data entry or retrieval.

And the 2002 VSS states, in 4.4.3 In-Process Audit Records:

In-process audit records document system operations during diagnostic routines and the casting and tallying of ballots. At a minimum, the in-process audit records shall contain:

a. Machine generated error and exception messages to demonstrate successful recovery. Examples include, but are not necessarily limited to:

1) The source and disposition of system interrupts resulting in entry into exception handling routines;

2) All messages generated by exception handlers;

3) The identification code and number of occurrences for each hardware and software error or failure;

4) Notification of system login or access errors, file access errors, and physical violations of security as they occur, and a summary record of these events after processing;

5) Other exception events such as power failures, failure of critical hardware components, data transmission errors, or other type of operating anomaly;

b. Critical system status messages other than informational messages displayed by the system during the course of normal operations. These items include, but are not limited to: Diagnostic and status messages upon startup;

2) The "zero totals" check conducted before opening the polling place or counting a precinct centrally;

3) For paper-based systems, the initiation or termination of card reader and communications equipment operation; and

4) For DRE machines at controlled voting locations, the event (and time, if available) of activating and casting each ballot (i.e., each voter's transaction as an event). This data can be compared with the publiccounter for reconciliation purposes;

b. Non-critical status messages that are generated by the machine's data quality monitor or by software and hardware condition monitors; and

d. System generated log of all normal process activity and system events that require operator intervention, so that each operator access can be monitored and access sequence can be constructed.
And section 6.5.5, Shared Operating Environment, in the the 2002 VSS states:

Ballot recording and vote counting can be performed in either a dedicated or nondedicated environment. If ballot recording and vote counting operations are performed in an environment that is shared with other data processing functions, both hardware and software features shall be present to protect the integrity of vote counting and of vote data. Systems that use a shared operating environment shall:

a. Use security procedures and logging records to control access to system functions;

b. Partition or compartmentalize voting system functions from other concurrent functions at least logically, and preferably physically as well;

c. Controlled system access by means of passwords, and restriction of account access to necessary functions only; and

d. Have capabilities in place to control the flow of information, precluding data leakage through shared system resources.
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